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Abstract—A computation of a 3D fluid flow simulation for virtual environment with user interaction can be a non-trivial issue. This is 
especially how to reach good performances and balancing between visualization, user feedback interaction, and computations. In this 
paper, we describe our approach of computation methods based on parallel programming on a GPU.  The 3D fluid flow solvers have been 
developed for smoke dispersion simulation by using combinations of the cubic interpolated propagation (CIP) based fluid flow solvers and 
the advantages of the parallelism and programmability of the GPU.  The fluid flow solver is generated in the GPU-CPU message passing 
scheme to get rapid development of user feedback modes for fluid dynamic data.  A rapid solution in fluid flow solvers is developed by 
applying cubic interpolated propagation (CIP) fluid flow solvers. From this scheme, multiphase fluid flow equations can be solved 
simultaneously. To get more acceleration in the computation, the Navier-Stoke Equations (NSEs) is packed into channels of texel, where 
computation models are performed on pixels that can be considered to be a grid of cells. Therefore, despite of the complexity of the 
obstacle geometry, processing on multiple vertices and pixels can be done simultaneously in parallel.  The data are also shared in global 
memory for CPU to control the haptic in providing kinaesthetic interaction and felling. The results show that GPU based parallel 
computation approaches provide effective simulation of compressible fluid flow model for real-time interaction in 3D computer graphic for 
PC platform. This report has shown the feasibility of a new approach of solving the fluid flow equations on the GPU.  The experimental 
tests proved that  smoke dispersion on various obstacles with user interactions on few model obstacles can be effectively and efficiently 
simulated on the reasonable frame rate with a realistic visualization. These results confirm that good performances and balancing between 
visualization, user feedback interaction, and computations can be applied successfully. 

Index Terms—Compressible Fluid, GPU programming, Parallel Computation, Real-time Visualisation. 
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1 INTRODUCTION                                                                     

N the two decades, the visualisations of volumetric real-
world phenomena become more popular.  This is not just to 
show the data of the research to be easily understood but 

also it is applicable in virtual reality environment and com-
puter games, where the major goal of using such system are to 
provide “realistic” method to allow an easy creation of digital 
equivalents for natural phenomena (Rianto and Li, 2008, 
Zhang et al., 2008). Therefore, the demanding power of simu-
lation and rendering increase continuously.  In the case of 
compressible fluid such as: simulation and rendering the ef-
fects of explosion, cloud and fog, fire and smoke will drasti-
cally increase the realism level improving the immersiveness 
of the computer generated environment.  

Other approaches, applying metamorphic modelling to 
visualise structures that exhibit similar statistical properties as 
those evolving in nature such as the works that have been 
done by: (Gardner, 1985) simulated and visualised  clouds, 
(Ebert et al., 1994) used procedural approach for modelling, 
(Sakas and Westermann, 1992, Stam and Fiume, 1993) applied 
a functional approach to produce visual simulation of wind 
and gaseous turbulence.  

Researcher on other area worked on compressible flow us-
ing pre-computed density, velocity maps, and diffusion to ex-
plicitly specify the shape of large-scale structures in flames 
and wind fields (Perry and Picard, 1994, Stam and Fiume, 
1995).  All of these works show their beneficial properties and 
useful for realistically modelling small-scale variations in the 
simulated fields. However, this studies has problems in con-
trolling the dynamic behaviour when showing the physically 
structures of the model being simulated.  

Currently, a flexible programming interface for the power-
ful floating point hardware can be undertaken based on high 
performance graphics processing units (GPUs).  GPUs are 
modern graphics cards that have a highly parallel nature.  
Several studies show that GPUs can already outperform CPUs 
and have better performance in computations (Semiconductor 
Industry Association, 2002, Khailany et al., 2003). These devel-
opments make GPUs are applied as high performance compu-
tational engines for floating point intensive numerical compu-
tations.  GPUS also become a first commercially successful 
examples of a class of future computing architectures which 
may be the key to high performance, cost effective portable 
super computers (Owens et al., 2002, Khailany et al., 2001) that 
never exist before.  Traditionally, the computational resources 
of GPUs have been used mostly to solve traditional graphics 
problems such as the shading models enhancement and their 
effects applied at the pixel levels (Olano, 2002). The current 
study on modern GPUs show their application not just for 
graphics but also far more general computation such as appli-
cation that have been revealed by (Purcell et al., 2002, Carr et 
al., 2002) showing ray tracing engines based on the GPU pro-
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gramming.  
In recent years, it is possible to run real-time fluid dynamic 

computation in a portable system using GPU. For instance, 
(Matthias and ller, 2009)  attempted to solve surface tracking 
for simulations and renderings of liquids with free surface 
based on GPU programming. This study claimed the efficiency 
of computation and memory consumption during direct con-
trol of volume and feature preservation of fluid simulation in 
computer graphics.  Several studies also show that GPU has 
many advantages compared to CPU in the way of calculations.  
Besides better visualisation power, GPU supports efficient 
computations with its parallelism and programmability. GPU 
is now widely applied, not only for generating better visuali-
sations, but also for high-performance computations.  

The application of GPU for flow simulation was introduced 
by (W.Li et al., 2003b).  This study not only focuses on visual 
fidelity as in (Stam and Fiume, 1993, Stam, 1999, Foster and 
Metaxas, 1996, Mulller et al., 2005, Premože et al., 2003, 
Losasso et al., 2006), but also attempts to accelerate the flow 
simulation to real time, while maintaining physical accuracy. 
Moreover, in (Liu et al., 2004, Harris, 2004, Crane et al., 2007b)  
an advanced study on fluid dynamic computation is con-
ducted to achieve parallelisms for more efficient computations 
and real time rendering based on GPU.  Other methods 
(Harada et al., 2007) (Figure 2.4d) (Kolb and Cuntz, 2005) im-
plement algorithm on GPU to compute a smoothed particle 
hydrodynamic (SPH) scheme. This study claim that their algo-
rithm enable to implement the SPH simulation entirely on 
GPUs and increase the simulation speed many times compare 
to CPU processing.  While all these studies have demonstrated 
significant improvement in fluid visualisation and user inter-
activity, there are only few studies that apply this advance-
ment that focus on compressible fluid and virtual reality ap-
plication that involving 3D interactions such as force feedback 
in the fluid visualisations.    

In this paper we describe the mapping of four fundamental 
works: developing compressible fluid flow solver based on 
CIP scheme that is adapted from (Kim et al., 2008), paralys-
ation based on GPU programming (Venetillo and Celes, 2007, 
Crane et al., 2007a), adaptive sampling of fluid particle, effi-
cient simulation and visualisation of compressible fluid 
(Zhang et al., 2008). All of them are workhorses of physical 
modelling and optimization applications and this demonstrate 
excellent performance on GeForce GT mobile hardware in re-
alistic challenge applications. 

2.  RELATED WORK  
The modeling of fluid dynamic has received much attention 

in the computer graphics society in the last few decades. Al-
though, there are many good works related to this field, this 
paper only introduce some recent closely related works. 

Firstly, a fluid modeling with interactive animation was 
pioneered by (Stam and Fiume, 1993).  This study simulated a 
turbulence of smoke based on advection-diffusion model to 
animate particle-based gaseous phenomena. He claims that 
efficient animations and renderings fluid motion can be 
reached by a clustering algorithm. Few years later, this work 

had been extended by (Foster and Metaxas, 1996)   where a 
more complex behavior on fluid animation is applied. How-
ever, those works suffering from blowing when a bigger time 
step is applied. A semi-Lagrangian method with uncondition-
ally stable fluid simulation, then, was introduced by (Stam, 
1999) to overcome that problem. However this scheme is still 
suffering from numerical dissipation. Some other researches to 
augment fluid modeling have been continuously developed 
for various applications such as   particle-based fluid anima-
tion (Mulller et al., 2005), turbulent water over natural terrain, 
and melting and burning (Losasso et al., 2006).  All of these 
studies mainly discuss on the ways of finding efficient NSEs 
solution of motion for liquid with realistic looking behaviors 
for practical animations.   

In recent years the introduction of graphic processor unit 
(GPU) has also embossed fluid modeling in several ways.  
Beside this device can provide better visualizations, it also can 
support efficient computations with its parallelism and pro-
grammability. The application of GPU for flow simulation was 
introduced by (W.Li et al., 2003a) (W.Li et al., 2003b).  This 
study not only focuses on visual fidelity as done in (Stam and 
Fiume, 1993, Stam, 1999, Foster and Metaxas, 1996, Mulller et 
al., 2005, Losasso et al., 2006), but also attempts to accelerate 
the flow simulation in real time speed, while maintaining 
physical accuracy. In (Liu et al., 2004, Harris, 2004), an ad-
vanced study on fluid dynamic computation is done to get 
parallelisms for more efficient computations and realistic an-
imations.  Moreover, the GPU applications for interactive fluid 
motion in terrain rendering with erosions (Benes et al., 2006, 
Mei et al., 2007, Anh et al., 2007) also become a current re-
search interest in computer graphics and animation.  Al-
though, these studies shows potential outcome in increasing 
the visual quality and the user interactivity, all of them have 
not involved force feedback interactions yet.  

Although, many studies have done to explore force feed-
back design and computations for haptic instruments, there 
only a few that concern with force feedback design for fluid 
media.  Haptic rendering method was introduced by (Avila 
and Sobierajski, 1996). This study, then, inspired many applica-
tions such as: surgical cutting or trimming (Thomas V and 
Cohen, 1999), sculpting (Kim and Park, 2004), and volume 
visualization (Lundin et al., 2005a).  Whereas a force feedback 
integration with interactive fluid model has been introduced 
in (Baxter and Lin, 2004). This method enables force and 
torque generations in virtual painting applications. There is no 
other study exploring this field except in (Lundin et al., 2005b) 
for presenting fluid dynamic data and in (Bhasin et al., 2005) 
for simulating droplet fluid.  Both of them actually only pro-
vide visualization rather than force feedback interaction into 
fluid models. 

This section will review only fluid dynamic solver based on 
a cubic interpolated propagation scheme. The cubic interpo-
lated propagation (CIP) method was firstly introduced in 
(Yabe et al., 1991) as a universal solver for hyperbolic equation 
by cubic interpolation.  It is then used for solving fluid dy-
namic equation as a conservative semi-Lagrangian solver for a 
solid, liquid and gas.  Some studies prove that this method is 
efficient enough to solve hydrodynamic equation in all states 
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(Yabe et al., 2002).  More advance CIP study (Song et al., 2005) 
attempts  to improve the stable fluid (Stam, 1999) from numeri-
cal dissipation. This scheme is not just applicable for dissipa-
tive media (like fog and smoke), but also non-dissipative liq-
uid (water). Lastly, although the CIP has been accepted as an 
alternative method for fluid dynamic solver that fits the need 
of computer animations, to the best of author knowledge, 
there is no other study to date that uses this method in virtual 
environments with haptic interactions.  

This paper introduce a framework which combines CIP and 
parallelism in GPU, trying to achieve the most efficient solu-
tion of fluid dynamic equations for real time rendering in vir-
tual environment with haptic interaction.  

The rest of the paper is organized as follows: description of 
fluid computation background; GPU implementation for vis-
ual rendering and fluid solver computation; the experimental 
setups and the results; and finally concludes the paper.  

3.  TEORETICAL BACKGROUND  

3.1 Fluid flow solver computation  
The fluid dynamic equations usually are described by Navier-
Stokes equations (NSEs).  In Newtonian fluids, the motion equa-
tions are derived from a combination of the transport of a momen-
tum in the fluid; 

 

cFupuu
t

u +∇+∇−∇⋅−=
∂
∂ 21

)(
ρ
µ

ρ

 (1)   

and mass conservation function;  
0=⋅∇ u  (2) 

where u is a velocity field of fluid, p is a pressure, ρ is the den-
sity of the fluid, µ is a viscosity coefficient, F

c
 represents exter-

nal force (the gravity, forces delivered through haptic), 
and ∇ is the differential operator, respectively.  Then, we can 
predict the behavior of a fluid by solving (1) and (2), then the 
flow simulation is run in staggered grids.  The grids define 
velocity components at cell faces and scalar variables in cell 
centers.  

Assume that ϕ  is the function of the volume of fluid frac-
tion, the fraction of fluid volume in each cell is transported 
using advection equation 
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This equation can be solved by using a combination of the 
CIP method and the advection form ( uu )( ∇⋅− ).  Moreover, 
the interface between liquid and solid is traced by distributing 
(4) into advection phase (6) and non-advection (5). 
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Where g = fu )( ∇⋅− . The solution of those equations in 

the spatial domain (x, y, z) can be performed by solving the 
non-advective part (5) using a finite difference and then advect 
the result as shown in (6). Numerical solution for this, on the 
other hand, can be done by partition the space into a grid of 
cells. 

In the CIP scheme the advection phase is computed by 
shifting a cubic interpolated profile into space according to the 
total derivative equations.  Equation (6) is also called as level 
set equation (Song et al., 2005), where the surface of liquid can 
be obtained by tracking the locations for which ϕ  = 0. As the 
exact solution of (6) is 

)0,(),( utxtx −= ϕϕ  (7) 
If the velocity is assumed to have a constant value within a 
short time, we get 

),(),( ttuxttx ∆−≅∆+ ϕϕ  (8) 
It is noted that the CIP method uses not only the function 

values at the grid points, but also the spatial derivatives at 
those points for constructing the profile inside the grid cell. 
Here x-u∆t is not always located on grid points and interpo-
lated locally by Hermite polynomials within the calculation 
grid point as the value for the next time step.  Within the dis-
cretised function a cubic-Hermite polynomial can be expressed 
as (9). 
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However, using cubic-Hermite profile (9) can lead to insta-
bilities. A modification as proposed in (Song et al., 2005) can 
solve this problem and is claimed always stable.  This scheme 
implement higher dimensional CIPs based on the monotonic 
CIP solver (see (Song et al., 2005) for detail).  

 

Fig. 1. The physical value estimation in advection phase on the departure point of 
the arbitrary contour. 
 

The CIP scheme uses a spatial profile that rely on  different 
interpolations to propagate the solution along the characteris-
tics (Yabe et al., 2004). The physical value on ϕ t is calculated 
locally within the calculation cell (the original equation). Then, 
an estimate value is directly advected toward the grid point 
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calculations at the next time step value (Fig. 1). This results is 
more accurate modeling of the real situation, even in fairly 
coarse grid. While other methods require multi-points to con-
struct the profile in the one dimensional case, the CIP can be 
constructed only from a single cell. This advantage is useful 
for treating boundaries. Beside the CIP method provides a 
stable result, less diffusive, and has third order accuracy 
(Utsumi et al., 1997, Song et al., 2005); the numerical solvers of 
fluid motion can provide the solutions simultaneously to all 
interfaces.  

 

3.2 Fluid force and user interaction  
The external forces Fc from (1) consist of gravity Fg, surface 

tension f
t
, and a user interactive force (haptic) F

u
.  These forces 

can be expressed as  

utgc FfFF ++=
 (10) 

The gravitational force is equal to ρg, where g is gravita-
tional acceleration. When we treat the surface tension  as a 
body force and does not require explicit information on the 
geometry and position of the liquid surface, the surface ten-
sion can be expressed as continuum surface force as proposed 
in (Brackbill et al., 1992)  as follow:  

)()()( ϕϕδϕσρ ς ∇−= kft  (11) 
where σ and k(ϕ ) are surface constant coefficient and local 
curvature value respectively, and δ (ϕ )  delta function that is 
formulated as: 
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 When the simulation time steps are small enough, this force 
has less visually significant. Interactive force from user 
through a haptic device can be formulated as the equation of 
motion for a rigid body as follow: 

∫−= pndsgxm &&
 (13)

  

where m and x are the mass and the centre of gravity of the 
rigid body respectively. Then, the moment (I) that act on the 
centre of the mass is given by: 

∫ ×= )( pndsrIω&
  (14) 

r is the cell positions, ω& is angular velocity vector, s is the sur-
face area of the marked cells, and p is the pressure of the cell. 

Lastly, from (1) we need to solve the pressure of the fluid. 
The pressure projection is solved using the Poisson’s equation 
with assumption that the liquid has no viscosity and has an 
external force that is determined by the force released from/to 
haptic interactions. After the volume of fluid fraction of each 
cell is obtained in the simulation, a fluid surface is created and 
it is smoothed by subdivision, if necessary. The detail explana-
tion of this method can be described below. Assume that 'u is 
the velocity result obtained by processing Equation (1), and 
then the pressure can be expressed as the Poisson equation,  
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Here, velocity and density values are taken from cell faces, 
whereas, the pressure values are taken from the centers of 
neighboring cells (see Fig. 2).   

     

 Fig. 2. (a) A typical composition of a grid cells. P is pressure, u and v are velocity 
in x and y axis respectively. (b) A solid geometry in relation with boundary dis-
cretisation and composition of a grid cells.  

4. GPU SETUP FOR VISUAL RENDERING AND FLUID 
SOLVER COMPUTATION 

4.1. GPU programming 
The computation on GPU is done by mapping the formula-

tion domain directly to texture memories as explained in (Mei 
et al., 2007, Liu et al., 2004, Harris, 2004, Crane et al., 2007a).  
All fluid solver described above is mapped in combination of 
vertex and fragment programs.  Cells attributes (such as pres-
sure, velocity, density) are stored in several 3D textures.  These 
values, then, are updated in each simulation step by running 
computation kernels over the grid. This computation is im-
plemented as a vertex shader that executes on every cell in the 
grid and writes the results to an output texture. Since GPUs 
are designed to render into 2D buffer, the execution must be 
done for each slice of a 3D volume by iterating slice indices 
over entire grid. 

The momentum equation computations are solved by split-
ting the equations into advection and non advection equation 
groups. The advection equations consist of velocity, density, 
and level set advections, whereas non advection equations 
have pressure projection and diffusions.  The detail implemen-
tations of the corresponding kernels refer to (Harris, 2004) 
with modification in the contained equations to be solved. 

4.2. Volume Visualization 
The visual appearance of the volume object being simulated 

is generated using direct volume rendering technique with 
opacity peeling as suggested in (Malik et al., 2007, Rezk-
Salama and Kolb, 2006).  This approach can occlude and show 
the object of interest better and faster than other segmentation 
techniques. 
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5. EXPERIMENTAL SETUP  
The experiments are implemented using the system with 

space mouse with six degrees of freedom (DOF), an NVDIA 
Quadro GTX8800/512Mb and 400 MHz RAMDAC Clock 
Speed GPU and dual display running on a PC (PIV Dual Core 
3.2 GHz, 2GB RAM, 80GB HD).  The volume rendering dem-
onstration was generated through a combination of direct vol-
ume rendering and opacity peeling to show a bounding sur-
face, velocity, viscosity, pressure gradient, and friction.  

Experiments were created from a computer generated envi-
ronments. The test results demonstrated the efficiency and 
effectiveness of our proposed framework for a 3D fluid dy-
namic simulation in real time interactions with user interac-
tion. To support the immersion and kinesthetic felling, the 3D 
space mouse with dual display were used. The visual render-
ing is developed based on Visual Studio C++ with NVIDIA 
CUDA and HellHeaven-Fx Tools.  Mostly All computations in 
this study use 32-bit floating points on programmable graph-
ics hardware that is assumed suitable to real-world problems. 

6. RESULTS AND DISCUSSION 
The experimental results utilised PC in combination with 

commodity 3D graphics hardware (Note: the common stream-
ing graphics processor is called as Graphics Processor Unit or 
GPU) as specified above) show high quality volume visualisa-
tions as shown in Table 1. The table shows the average frame 
rates data of visuals rendering, real-time-rendering and user 
interaction, and the comparison of frame rate between render-
ing with and without using the GPU for the 3D space with 
smoke emitter. 

The results also shows stable visualisation for virtual reality 
environment application, felling the smoke, and sensing the 
number of PM (Fig. 3). These demonstrations had released 
more than 1000 particles every time computation steps and   
were visualised direcly on the display. The snapsots of various 
real-time smoke dispersion from souces and fires can be seen 
in Fig. 3 and 4.  In Fig. 4a and 4b were emmited from sources 
(4a. single souce; 4b. few sources) and disperse continously to 
the roof,wheas Fig. 4c and 4d demonstrated fire injector with 
smoke dispersion from fires. Fig. 4e demonstrated few big 
fires that release thik smoke and disperse continousely. This 
study examines real-time computation with 3D visualisation 
in several different scenarios.  The average performance ob-
served during the experiment can be seen in the Table 1. The 
data is observed based on the visual frame rate per second 
(fps) during real-time computation and  visual rendering si-
multaneously. 

From Tabel 1 can be summarised as follows: Fluid-solid in-
teraction in this project describes a fluid simulation to respond 
realistically to a moving polygonal object (wall, sensor,space 
mouse).  The simulator can emit smoke interactivelly; the 
source can be normal emitter or injector.  Normal emitter (con-
tinously) can be done application one time press to the mouse 
button, however  continuous pressing will lead to emmiter to 
be an injector where the releasing smoke speed is double every 
second.  The data also show that GPU implementation in-
crease the visual rendering performance that also mean that 

the computation performance increase somehow (about four 
time in average).   

 
TABLE 1: VISUAL PERFORMANCE FOR  REAL-TIME COMPUTATION 

(GPU VS CPU) 

Type of  Simulation 
Performance (Fps) 

CPU  GPU 

Smoke with UserInteraction 14 58 
Smoke emitters 15 60 

High speed smoke Injection 15 60 
Complex obstacle  13 58 

 

  

 

 

  
(a) 

 

 
(b) 

Fig.3. Smoke injection in cube space. a) Smoke  are injected  into space with three 
PM counter sensors;  b). The density number of PM between sensor. 

7. CONCLUSION 
This paper offers a concept of an approximation fluid dy-

namic computation for fluid dynamic modeling in virtual real-
ity application.  This work focuses on the development of the 
real-time fluid dynamic simulation in three dimensional vir-
tual reality environments, particularly for smoke dispersion 
models.  The simulation and modeling are desktop based ap-
plications that compatible with parallel computations.  To 
generate more realism fluid effects in virtual environment 
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simulator, the system is designed based on the CPU-GPU bal-
ancing.  By taking advantages of GPU parallelism in coupling 
with CIP fluid solver that solve multiphase fluid simultane-
ously, the fluid dynamic simulation for smoke dispersion can 
be created in real-time in 3D virtual reality environment with-
out involving supercomputer.  

 (a) 

 (b) 

 (c) 

 (d) 

  (c) 
Fig.4. Smoke and  fire demonstration in various scenarious.  a)  smoke from  
single emitter; b)  Smoke from 2 source;  c),d) fire injection with smoke; e) Big-
ger fire smoke emissions from 3 sources. 
 

The results demonstrated that the potential application for 
designing plausible fluid dynamic (smoke dispersion) simula-
tor with complex fluid effects in virtual reality simulator with 
various 3D interactions.  It is proved that the basic need of 
smoke dispersion effects in virtual reality environment can be 
created such as:  smoke source emission, PM counting, smoke 
decompositions, condensation, flow rate and obstacle deposi-
tion.  Those applications can be effectively simulated on realis-
tic visualization on reasonable frame rate with real time inter-
actions. More results in smoke dispersion modelling applica-
tion will be explored in the future studies such as: multi-fluid 
interactions, architectur and building design, and other com-
plex solid-fluid interactions such as smoke blending, high 
pressure, and supersonic application. 
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